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Bayesian inference 1
• We have iid observations providing info about

a parameter of interest (cid given parameter)
• We also have prior information
• Combine both sources to obtain posterior
• The posterior summarises all info available

for solving standard inference (science)
problems:
– Point estimation 
– Interval estimation 
– Hypothesis testing 
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Bayesian inference 2

• The posterior is also key for solving two main
problems in engineering, business and policy
applications:

– Forecasting. Through the predictive distribution (point
forecast, interval forecast, predictive hypothesis testing).

– Decision support. Maximising posterior (or predictive)
expected utility.
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Bayesian inference 3 
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Bayesian inference 4 
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Bayesian inference 5 

7



BI as Bayesian SDT 

Point estimation under quadratic loss



Bayesian computation
Compute (posterior) maximum expected utility alternatives

Sometimes, it may be convenient to solve

One possibility, approximate expected utilities by Monte Carlo
then optimise the MC sums…  Sampling from the posterior??



Bayesian computation: Gibbs sampler

Suppose we may sample from the marginal conditionals. Then, under certain  
conditions, the following scheme converges to the target distribution (the 
posterior)



Bayesian computation: mixtures DRI et al, 2001 

Modelling with mixtures provides a sound and flexible way 
to model uncertainty

• Theoretically. Any positive distribution may be 
approximated by a mixture of gammas; any distribution 
may be approximated by a mixture of normals ➔

An approach to density estimation.
• Computationally. Ways to proceed via Markov chain 

Monte Carlo samplers (including uncertain number of 
components in mixture)

• Applications.  Describe model 
heterogeneity (clustering), 
model uncertainty, …



Bayesian computation: mixtures 

Extended to an unknown number of components (DRI et al, 2001)



Bayesian computation: Metropolis

Sometimes, we cannot sample from conditionals. 
We know, up to a constant, the target. By choosing an appropriate candidate
generating distribution q(.|.),  under appropriate conditions, this scheme is
designed to converge to the target distribution



Bayesian computation: Augmented probability simulation (Bielza et al, 
2000)

Frequently, the involved posterior depends on decision made. The following
observation helps in this context. Define an artificial distribution such that (u, 
needs to be nonnegative)

The marginal of the artificial distribution is proportional to expected utility

This suggests 



Bayesian methods: Advantages (French, DRI, 2000)

• All information taken into account
• Axiomatic basis, coherent framework
• Uncertainty duly apportioned and 

acknowledged
• Transparent to users
• Robust
• Compatible with a wider philosophy
• Feasibility
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Bayesian methods: Advantages TODAY

• All information taken into account
• Axiomatic basis, coherent framework
• Uncertainty duly apportioned and 

acknowledged
• Transparent to users
• Robust, robust against attacks
• Compatible with a wider philosophy
• Feasibility….
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Bayes for neural nets (Muller, DRI, 2000)



Bayes for neural nets (Muller, DRI, 2000)



Bayes for neural nets



Bayes for neural nets

Hyperpriors
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ML meets BD

• Volume (big n, big p)

• Variety. Text, images, sound, video,….

• Velocity. High frequency, time series, 
dynamic models

• Value



ML meets BD



MLE meets BD

• MLE. Optimize

• The gradient is
If m billion…but gradient is an expectation and may be 
estimated via mini-batches (SGD)
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Bayes meets BD

• Computational bottlenecks per iteration
– Evaluating the likelihood
– Visiting all parameters
– Visiting all data

• Slow mixing rate
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Large scale network monitoring (Naveiro et al, 2018)
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● Objective: Monitor safety and security of several hundred thousands
of ICDs generating tens of variables every few minutes 

Huge number of high frequency time series

● Automatic, Scalable , Versatile (and Accurate) approach

● Idea: Dynamic Linear Models (trend+seasonal) + Outbursts:
- Constructed blockwise (relatively easy to automate)
- Each block captures some feature of the series (versatility)
- Store a few parameters (space scalability)
- Conjugacy, fast posterior computation (time scalability)



Large scale network  monitoring  (Naveiro et al, 2018)
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● Automatized estimating
● Sequential learning: parameters are updated as new data is

incorporated
● Produce full predictive distributions. This enables safety and security: 
- Aberrant behaviour detection
- Foresee critical/warning values



Bayes meets BD

• MLE          . Optimize
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Bayes meets BD

• MLE +regulariser  . Optimize
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MAP. Uncertainty….



Variational Bayes (Blei et al 2018)

• Variational principle: approximate a complex density
with a member of a family of simpler, tractable
densities.

• Inference as an optimization problem:
– KL divergence measures distance between distributions
– are the variational parameters
– Goal: 
– But how to compute the previous KL divergence?



Variational Bayes
• Instead, optimize an alternative objective equivalent to the KL 

divergence up to a constant. Evidence lower bound

• Simplest choice for is a factorized Gaussian
– The second ELBO term is tractable.

• Ongoing research: 
– more flexible and tractable posterior approximations: 

• auxiliary variables, normalizing flows, etc..
– optimize other divergences:

• alpha-divergences, Stein discrepancies, etc

• Advantages over MCMC (as of today): much faster inference
times, scales better

• Problems: biased, underestimates variances



Parallelising MCMC
• Increase availability of computer power have changed 

the way statistical analyses are carried out
• Parallel processing exploited dividing task into subtasks 

executed in parallel
• Extremely useful tool in BD
• MC trivially to parallelize 

• Divide the sum into P>2 components and assign one 
processor to evaluate each component

• MCMC harder to parallelize. Elements of sequence are 
not independent. I need        to compute 

• Compute several chains in several processors and mix. 
(Scott et al 2013) 



Parallel MCMC via Weierstrass Sampling (Wang, Dunson, 2016)

● Idea: Partition data into m non-overlapping subsets
● Under independence assumption

● Weierstrass transformation                                                      converges
to          as h tends to 0.

● Define                           then full posterior approximated by

● This is the marginal of 𝜭 with

Enables subset-based posterior sample that can be parallelized!!

GIBBS Sampling



Speeding  MCMC
Stochastic gradient Langevin dynamics (SGLD) 

(Teh et al, 2016)
Hamiltonian Monte Carlo (Chen et al, 2014)
SGLD+Repulsion (Gallego et al, 2018)

Exploit gradient info to generate samples far from
current point with high posterior density
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ML meets security

So what?



ML meets security 



Adversarial classification
• C, classifier. A, adversary

• Two classes: + malicious; - innocent.

• C and A maximise expected utility under common 
knowledge conditions

• Finding Nash equilibria extremely complex



Adversarial classification Dalvi et al 2004

Proposed scheme (based on utility sensitive NB classifier)

Forward myopic approach under strong common knowledge! 



AML
• Everything adversarial: adversarial

SVM’s,….
• Mostly viewed from a game theoretic

perspective. 
• Common knowledge too commonly

assumed. Uncertainty about attackers
• A very difficult area. 
• Very relevant area from an applied point

of view: security and cybersecurity
• Google, AICS competitions



Adversarial Statistical Decision Theory 
Ortega et al, 2018 



Adversarial classification through ARA. 
ACRA Naveiro et al 2018 

Malicious (+) or innocent (-)



ACRA. Classifier problem

(...)



ACRA. Adversary problem

random version 
of



ACRA. Operational framework
1. PREPROCESSING

Train generative classifier to estimate               and     

1. OPERATION
Read x’.

Estimate

Solve

Output 



ACRA. Spam detection 



ACRA. Computational enhancements

MC estimate + importance sampling. In addition, sequentially decide

Main optimization problem

Equivalent to



ACRA. Computational enhancements

Estimate                                   using small MC size

Regression Metamodel

Parallel processing



ACRA. Computational enhancements



ACRA. Computational enhancements

MC approximation Parallelization strategy
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Discussion
Review of  Bayesian methods
Challenges for Bayes and Big Data 

– Computational bottlenecksper iteration
• Evaluating the likelihood
• Visiting all parameters
• Visiting all data– Slow mixing rate

Potential advantages
– Coherent framework, embedding decision making
– Uncertainty duly apportioned
– Forecasting
– Robustness against attacks
– Interpretability
– Fasibility….

Bayesian Nonparametrics
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Research agenda 
• Generic methods

– Freeze some parameters at MLE/VB and do full Bayes over
the others (Gallego et al, 2018)

– Parallelization
• Dynamic problems (Naveiro et al, 2018; Berry, West, 2018)
• Decision support
• Probabilistic programming. STAN, AVDI, 
• Priors
• Robustness
• Small and Big Data 
• Big n, big p
• Decision making
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Research agenda 
• Multiple attackers, Multiple defenders
• Competition and cooperation
• Attacker models
• Discriminative models
• Generic approach: Point estimation, Interval estimation, Hypothesis

testing, Forecasting, Classification
• Multiagent reinforcement learning
• Efficient computational schemes
• Computational environment

• Fake news
• Malware detection (Redondo et al, 2018)



Some refs
• Statistics in the big data era: Failures of the machine. Dunson
• http://bayesiandeeplearning.org/ Neurips 2018
• https://arxiv.org/pdf/1601.00670.pdf Variational inference

• https://arxiv.org/abs/1812.00071 Speeding MCMC
• https://arxiv.org/abs/1809.01560 RL under threats
• https://arxiv.org/abs/1802.07513 Adversarial classification
• https://arxiv.org/abs/1802.06678 Large Scale monitoring



Some events

• BISP11 June 12-14 Madrid
https://www.methaodos.org/congresos-
methaodos/index.php/bisp11/bisp11
• GDRR @ SAMSI 19-20 (+Deep learning)
https://www.samsi.info/programs-and-
activities/year-long-research-
programs/2019-2020-program-on-games-
decisions-risk-and-reliability/



Thanks!!!

Collabs welcome

david.rios@icmat.es

SPOR DataLab https://www.icmat.es/spor/
It’s a risky life @YouTube
Aisoy Robotics https://www.aisoy.com
CYBECO https://www.cybeco.eu/


